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Abstract. Machine-to-Machine (M2M) communication is a technology
that will bring new horizons for the current concept of smart systems.
However, efficient M2M communication requires the design of middle-
ware/platform components able to deal with multiple application re-
quirements and heterogeneous wireless environments. In order to ad-
dress this challenge, this paper proposes the Communication Manager
Component (CMC) to integrate the M2M middleware. CMC enables the
management of communication mechanisms, such as data-aggregation,
sleep-schedule, uplink-schedule and signaling-aggregation, aiming to save
energy and to satisfy multiple application data requests. The manage-
ment is performed dynamically taking into account the applications re-
quests, the base-station overload indicators and the M2M devices’ status
(e.g. energy level, location).
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1 Introduction

Machine-to-Machine (M2M) communication is characterized as the autonomous
information exchange between electronic devices. Although M2M communica-
tion involves any number of devices and unrestricted network technologies, a
special attention has been given for M2M communication of a massive number
of devices using wireless technologies. Generally, large part of the M2M devices
are resource-constrained in terms of memory, Central Processing Unit (CPU)
and battery, and communication is performed via mobile and capillary wireless
networks.

M2M has emerged as the technology able to remotely control devices, forming
a new era of smart applications and enabling new forms of services/applications
(e.g. smart systems for transportation, utilities meter, surveillance and health-
care). The exploration of these M2M services has caught the attention of orga-
nizations, government and industries, since every entity in the global business
wants to maximize their profits by providing better services, reducing cost and
faults.

There are many M2M applications being implemented and deployed. How-
ever, the current M2M solutions require from the companies the development of



comprehensive M2M solutions. For small and middle scale systems, customized
solutions could have satisfactory performance. However, by extending the M2M
applications for large scenarios, involving millions of devices, it is clear the need
of an efficient M2M middleware/platform. The M2M middleware is defined as
a service platform that enables different M2M applications to share a set of
common functionalities and enables the service providers to reuse the essential
functionalities of M2M communication without the need to design a complete
communication architecture.

In M2M communication some problems can occur. First, the 3GPP study
about M2M communications [1] shows that in M2M communication a huge num-
ber of M2M devices may try to connect at the same point in time. If this occurs,
the mobile base-station will be overloaded and the communication with all re-
quested devices will not be possible, damaging the M2M communication as well
as the traditional Human-to-Human (H2H) communication. Besides the overload
due to the amount of connection and signaling messages, the number of traffic
sessions and the number of attached devices also can cause the base-station
overload. Second, in several scenarios, M2M communication involves resource-
constrained devices, which have low power resources. Without an appropriate
use of the devices’ energy, these devices will need human maintenance, which
increases operational costs and reduce the network lifetime. Third, the M2M
communication involves applications with a high level of heterogeneity in terms
of amount of traffic, frequency of transmissions and delay tolerance. For exam-
ple, some M2M applications require near real-time communication (e.g. tracking
of objects) and other applications are delay tolerant (e.g. smart metering). The
problem emerges from the fact that most of these heterogeneous applications
must be able to share data. Thus, without an adequate data management, the
heterogeneous M2M applications will be detached and they will not be aware
about the events detected by other applications.

Knowing these problems and the M2M characteristics, a solution that aims
to address these problems together should fulfill (at least) the following require-
ments: (i) prolong the lifetime of the constrained-resource devices; (ii) avoid
the base-station overload; (iii) reduce the application programming complex-
ity, allowing the applications to express their data interests in a high level of
abstraction; (iv) manage multiple application interests; and (v) be adapted dy-
namically according to the level of resources available in the devices involved in
the communication.

Four communication mechanisms, namely data-aggregation, sleep-schedule,
uplink-schedule and signaling-aggregation, show great potential to solve the
problems and to satisfy some of the mentioned requirements. Data-aggregation
and sleep-schedule are well-known techniques used to extend to network life-
time. Data-aggregation mechanisms process the data gathered from the network
to reduce the amount of spatio-temporal data redundancies. On the other hand,
the sleep-schedule mechanism aims to keep the devices as much time in sleep
mode as possible to save the devices energy. In addition, the uplink-schedule
and the signaling-aggregation mechanisms, proposed in [2] and [3], aim to re-



duce the base-station overload. The uplink-schedule mechanism enables a ne-
gotiation between the M2M devices and the base-station to schedule the next
transmission time. Performing this scheduling, the base-station provides priority
transmissions for devices with lower delay tolerance. The signaling-aggregation
mechanism calculates the time interval in which the base-station waits for sim-
ilar signaling messages from the M2M devices, supporting the aggregation of
similar signaling messages.

In addition, a solution involving these four mechanisms should consider how
each mechanism affects the others. Firstly, we consider only the data-aggregation
and the sleep-schedule mechanisms. In the data-aggregation schemes, the aggre-
gation device must wait to receive data from the neighboring nodes. In the
sleep-schedule schemes each device must define the time intervals in which it
will be in active mode. If the aggregation device waits too much, the aggrega-
tion rate will be high, but it will damage the application requirements. On the
other hand, if the sleep-schedule defines a long period of sleep-mode, the savings
of energy will be high, but it will affect the application requirements. It is clear
that both mechanisms, separately, need to avoid excessive delay and maintain
the low energy consumption. However, it is also necessary that both mechanisms
must be designed together, considering how the data-aggregation delay affects
the sleep-schedule delay and vice-versa.

Besides the data-aggregation and the sleep-schedule integration problem, also
there is a synchronization problem involving the sleep-schedule, uplink-schedule
and signaling-aggregation mechanisms. The uplink-schedule and the signaling-
aggregation mechanisms must be aware of the time that the device will be
in active mode, otherwise the uplink-schedule could erroneously determine the
next time transmission. Without synchronization the next transmission could
be scheduled to a period that the device is in sleep mode, which means that
no transmission will occur and no signaling message will be send. Therefore,
only with the integrated design of these four mechanisms the M2M communi-
cation will achieve high performance, since all these four mechanisms provide
performance gain to the network, but without the integration and the dynamic
management of these mechanisms, the M2M communication performance is neg-
atively affected.

In this paper, we propose the architecture of the Communication Manager
Component (CMC) as part of the M2M middleware that dynamically manages
the four communication mechanisms according to the applications requirements,
the base-station overload conditions and the M2M devices resources.

The remainder of this paper is organized as follows. Section 2 gives an
overview about M2M communication and middleware. Section 3 describes the
related work. Then, Section 4 describes the CMC architecture. Finally, Section
5 presents some concluding remarks and future works.



2 M2M background

In this Section we begin showing the main concepts and the network architecture
of the M2M communication. Then, we show how the middleware integrates the
M2M system.

2.1 M2M communication overview

To comprehend the M2M communication, Fig. 1.a shows the continuously work-
flow performed by the M2M system. Firstly, the machines perform the Data
Capture Task (DCT), which is the data acquisition from the sensed environ-
ment. The electronic sensors conduct the DCT (e.g. temperature, humidity and
flow measurement). Then, the machines perform the Processing and Decision
Task (PDT), which requires computational power capabilities to manage the
data received, and support decision-making functionalities. Finally, some devices
perform the Message and Actuation Tasks (MAT), comprising the messages de-
livery and actions’ execution (e.g. alerts/information, or commands to actuators,
or relevant events).
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Fig. 1. M2M communication

Many communication technologies can be deployed to enable the data-flow
between the machines that execute DCT, PDT and MAT functionalities. One
of the most appropriate network architectures for M2M communication is the
heterogeneous wireless architecture. Using this network architecture, the con-
nections could be via short, local or wide wireless technologies, depending on
the application requirements and according to the machines resources. In this
direction, some of the recent research ([4], [5], [6]) has driven to a Heterogeneous
Hierarchical Architecture (HHA).



HHA aims to alleviate the costs, reducing the complexity of nodes. To achieve
that, HHA deploys Simple Devices (SD), which are nodes designed as simple as
possible, generally, equipped with short wireless technology (see Fig. 1.b). On
the other hand, the HHA concentrates some of the vital and complex services
in a reduced number of nodes, called Aggregation Devices (AD). The AD nodes
perform the complex tasks, such as data-aggregation, Quality of Service (QoS)
management, multimedia conversion and remote access. Besides, the AD nodes
could be equipped with dual network cards (e.g. short/local and wide wireless
cards), acting as Gateway to forward the SD data to the core network or/and to
interface the communication between the short and the wide wireless network.

In addition, some M2M scenarios (e.g. vehicular and video surveillance) re-
quire nodes with a large bandwidth capacity. Therefore, in some cases Direct
Devices (DD) can be deployedq, which are nodes equipped with resources to
access directly with the wireless technologies.

2.2 M2M middleware

The M2M middleware is the software component situated between the applica-
tions and the devices. Fig. 2 shows an overview of the integration of the M2M
middleware within the M2M system.
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Fig. 2. The M2M middleware

The M2M middleware enables the M2M applications to access their devices
using a common set of services, reducing the costs with programming and en-
abling the interaction of different applications from different stakeholders. For
the future M2M communication it is essential the development of an efficient
middleware able to support the interaction of multiple applications and to of-
fer to them a common application infrastructure to access the communication
mechanisms.



The M2M middleware receives from the applications the data requests and
must answer each of these data requests with the appropriated data. To answer
the data requests, the middleware can use different transmission technologies to
collect the data from the devices. Besides, the M2M middleware will execute its
functionalities over distributed devices (e.g. over servers, AD and DD). Then,
with the M2M middleware, the development of M2M applications becomes less
complex since the developer can use API’s to access the middleware functional-
ities. The middleware approach hides from the applications the heterogeneity in
terms of the communication (e.g. wired and wireless) and hardware (e.g. devices
from different suppliers).

These middleware characteristics allow the applications to produce data re-
quests with a high level of abstraction, which means that the applications are
not aware of communication mechanisms, the network conditions and the de-
vices resources involved in each specific data request. Then, the communication
management is not performed at the applications level but by the M2M middle-
ware. Therefore, a fundamental service for the future M2M communication is a
management module able to deal with all these communication aspects.

3 Related work

A prominent sleep-schedule mechanism designed to M2M environments is pre-
sented in [7]. This solution considers the existence of multiple data types and
devices with different sensing capabilities. This proposal defines a monitoring
time for each sensing region. In each region, at least one node should transmit
data to the M2M gateway during every monitoring time. This monitoring time
is defined according to the data sensed. In every monitoring time, the devices
have the options to transmit the data or to stay in sleep-mode. Then, this pro-
posal schedules the sensed data transmission to save power while maintaining
the gateway with freshness-sensed data.

The uplink-schedule proposed in [2] avoids that M2M devices send synchro-
nized connection requests to the GSM base-station. In GSM networks, for a
device to establish a connection, it is necessary to send to the base-station a
random access burst via the Random Access Channel (RACH). After receiving
the connection request, the base-station assigns a slot in the Access Grand Chan-
nel (AGCH). However, while there are approximately 217 RACH slots available
per second, only 25 AGCH slots can be assigned per second. Therefore, to solve
the AGCH bottleneck problem, the authors in [2] propose that in moments when
the base-station is overloaded, the device and the base-station communicate in
order to assign the time of the next AGCH slot. To assign an AGCH slot, the
proposed mechanism uses the desired time, the report size and the delay toler-
ance.

The signaling-aggregation proposed in [3] avoids the signaling overload in
LTE networks. Frequently, in LTE networks the devices send signaling messages
to the base-station (e.g. Tracking Area Updating (TAU) request, massive at-
tach/connect). The Base-station receives these messages and should take the



appropriate operation, which in several cases is to inform the Mobility Man-
agement Entity (MME) or the Serving GPRS Support Node (SGSN). If a large
number of devices sent signaling messages, the MME and the SGSN can be
overloaded. Therefore, the mechanism proposed in [3] aggregates the similar sig-
naling messages received by the base-station and informs the MME or the SGSN
in a single bulk message. Thus, this mechanism reduces the traffic between the
base-station and the MME/SGSN. Moreover, it reduces the resources used to
open, maintain and finish MME/SGSN connections.

However, the solutions presented in [7], [2] and [3] do not address the man-
agement aspects of these mechanisms, otherwise the management do not tak-
ing into account the existence of other communication mechanisms. Moreover,
to reduce the scope, most of the mechanism proposals (e.g. data-aggregation,
sleep-schedule, uplink-schedule and signaling-aggregation mechanisms) assume
the existence of the necessary middleware support, but to support these mech-
anisms is not a trivial task.

A large number of middlewares proposed to Wireless Sensor Networks (WSN)
[8-12] support high level of application abstraction. These middleware solutions
reduce the application programming complexity and most of them support data-
aggregation schemes to reduce the data volume. Data-aggregation support means
that the applications can inform the middleware about the data-aggregation
function (e.g. lossy/lossless aggregation, duplicate sensitive, mathematical func-
tions, etc) and the middleware takes the necessary decisions to delivery the re-
quested data to the applications. However, the main drawbacks of these solutions
are: (i) only a reduced number of middleware solutions, such as [13-15], support
sleep-schedule mechanism. Moreover, even these solutions do not address the
sleep-schedule integration with other mechanisms; (ii) except the middleware
proposed in [16], none of the analyzed middleware solutions is designed to man-
age multiple application data requests. Generally the solutions consider a single
application making data requests to the devices; and, (iii) the middleware so-
lutions are not designed to be adjusted dynamically according to the devices’
resources (e.g. the devices’ mobility and energy level).

Therefore, according to the best of our knowledge, none of the middleware
solutions consider the integration and the dynamic management of the four
mechanisms satisfying multiple applications in a M2M environment.

4 Communication Manager Component Architecture

In this section, we propose the CMC solution, which integrates the M2M mid-
dleware and aims to dynamically adapt a set of communication mechanisms to
satisfy multiple M2M applications according to the devices’ resources involved
and the MCN overload level. Therefore, we start this section showing an overview
of the component architecture proposed. Then, we describe the input parameters
of the proposed component as well as the Requests and Description Modules.
Finally, we show the configuration profiles of the communication mechanisms
and the Group Communication Module.



4.1 Overview

As shows Fig. 4.1, the CMC architecture is composed by the Requests and
Description Modules and the Group Communication Module. The Requests and
Description Modules processes the input data coming from the devices and the
applications, and select a temporary set of devices that could participate in the
communication.
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Fig. 3. CMC overview

On the other hand, the Group Communication Module (GCM) receives the
temporary set of devices (provided by the Request and Description Modules) and
the overload indicators (from the base-stations), and finally performs the core



tasks of the CMC, which is the selection of a definitive set of devices, the clus-
terization of these devices and the assignment of a configuration profile for each
cluster. The configuration profiles define the behavior of the four communication
mechanisms.

4.2 Input parameters

The selected CMC input parameters are (i) the applications requests, (ii) the
semantic resource description of the devices and (iii) the current MCN overload
level.

Due to the fact that application requests are expressed in high level of ab-
straction, the applications do not deal with some of the network complexities,
such as the TP addresses of the target group of devices and the type of network
technology involved in the communication. In general, the application request
denotes the application interests by specifying the data type, location, delay tol-
erance, level of data accuracy and the desired aggregation function (e.g. the av-
erage, min/max). In addition, these application requests could result on a single
data transmission or on multiple data communication (e.g. periodical measure-
ments) and it could involve single or multiple devices, but a special attention
is given for communication of multiple devices, since data-aggregation is more
relevant in this scenario.

The semantic description reveals key characteristics of the devices, such as
the type of data sensed, the node position (when possible), the mobility pattern,
the network interface(s), the energy level, the CPU and memory capacity. These
characteristics are important information for the CMC decision. However, to
maintain the consistency of some of these dynamic characteristics it is necessary
to periodically access the devices and this access must be executed avoiding the
excessive network overhead.

Finally, the management scheme will also receive as input the level of overload
from the base-stations involved in the communication. This information gives
the overall base-station capacity in terms traffic load and the number of sessions
supported.

4.3 Requests and description modules

The multiple application requests received by the M2M middleware must be
tested in order to verify the compatibility level between the received request and
the active older ones. This functionality is performed by the Multiple Request
Control (MRC) module. In the case the new request does not present related re-
quests, it means that the new request does not have any conflict with other active
requests. Otherwise, it is necessary to know the data request tolerance ranges
(e.g. data accuracy and delay tolerance delay range) and verify the possibility
to resolve the conflict.

Another module is the Semantic Device Description Directory (S3D). This
mechanism aims to maintain the consistency of information about the M2M de-
vices. As mentioned before, the devices information is related to static hardware
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characteristics (e.g. CPU, memory and network interface) and dynamic status
(e.g. location, energy level and mobility pattern).

Finally, the Request Resolver (RR) module is designed to receive a data
request and filter the S3D, returning a temporary set of nodes able to satisfy
the data request. However, this set of devices is non-definitive, since it can be
modified in case of existence of conflicting data requests or data accuracy level
that do not necessitate the data collection from the whole set of devices.

4.4 Configuration profiles of the communication mechanisms

The uplink-schedule and the signaling-aggregation mechanisms actuate in the
base-stations, which can have hundreds of devices attached. On other hand, the
data-aggregation and the sleep-schedule mechanism actuate in the M2M devices.
Therefore, in a hierarchical point of view, the uplink-schedule and the signaling-
aggregation are at a higher level of actuation than the data-aggregation and the
sleep-mechanism.

The data-aggregation and the sleep-schedule profiles can be configured in
terms of energy consumption and communication delay. Considering these two
parameters, several profiles can be composed. For example, in some situations
could be a good strategy to configure the data-aggregation to have low energy
consumption and high delay. Simultaneously, the sleep-schedule can be config-
ured to generate high energy consumption and low delay. By doing this, the
sleep-schedule and the data-aggregation will balance the energy consumption
and the communication delay. In other situations, it could be a good strategy to
configure both mechanisms to have low energy consumption and high commu-
nication delay.

According to the profile assumed by the data-aggregation and sleep-schedule,
the base-station must synchronize the signaling-aggregation and the uplink-
schedule mechanisms. This synchronization means update the signaling-aggrega-
tion with a new wait time and the uplink-schedule with a new priority assignment
scheme.

4.5 Group communication Module

The CMC performs two decisions. The first is the definition of the definitive set
of devices and the second is the selection of the configuration profile that will
be assumed by the communication mechanisms. Both decisions are based on the
answers provided by the RR module, the base-stations overload indicators and
the data request specifications.

The task to define the definitive set of devices starts with the initial set of
devices provided by the RR module. This set could be modified (delete and/or
include devices) according to data-accuracy tolerance specified in the data re-
quest. For example, consider a M2M application aims to measure and control the
city water consumption. The application interest is expressed by a data request
which orders the measurement of the water consumption in a particular city re-
gion with a data accuracy of 90%. Initially, the RR returns the temporary set of
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devices that matches with the request specifications. As the data request has a
data accuracy tolerance of 10%, it means that 10% of devices are not mandatory
to provide data, since this data is only for estimation purposes. Therefore, 10%
of devices can be deleted from the temporary set. Several metrics can be used to
select the devices that must be deleted (e.g. delete the devices with lower energy
level or delete devices attached to overload base-stations).

After the definitive set of devices that will participate in the communication,
the second decision task is to cluster the devices and assign a configuration
profile to each cluster. A cluster of devices could involve multiple aggregation
devices and direct devices (See Fig. 1.b). The selected configuration profile will
regulate the data-aggregation and the sleep-schedule mechanisms in order to
satisfy the application delay and minimize the energy consumption. Moreover,
the signaling-aggregation and the uplink-schedule will be updated in order to
reduce the traffic overhead and the communication priority, respectively.

5 Conclusion and future works

In the M2M era, new forms of communication are possible and new services and
applications will be available. By exploring the extensive number of services and
the wide range of scenarios, an immense market potential has emerged for the
M2M networks, including transportation, utilities, security, retails services and
healthcare. However, to provide efficient group communication in M2M envi-
ronments is a challenge because it requires the design of heterogeneous network
technologies, as well as new mechanisms for efficient communication involving
multiple applications. Besides, the M2M middleware should be prepared to deal
with the multiple M2M applications and to manage the communication mech-
anisms to achieve high network performance, which includes saving energy and
satisfying the application requirements.

The manager component proposed in this paper allows multiple M2M ap-
plications to use efficiently the network resources according to the applications’
needs, the network overload level and the device resources. This component has
importance in a scenario of massive devices like the M2M environment, since
to date, there are in the world around five billion of M2M devices connected to
mobile networks [17] and the M2M communication will increase this number to
50 billion by the end of this decade.

Some aspects of the proposed middleware component are under definition.
The priority for future works is to design of the configuration profiles, strategies
and select metrics as well as rules/polices for the decision tasks. Another aspect
that will be studied is the overhead impact of the proposed component.
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